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Abstract 
The significance of metadata in information retrieval and data management is rapidly increasing,  

particularly in the realms of academic research and digital content curation. To enhance usability of metadata 

extraction of research papers and images, we propose an advanced method that surpasses existing techniques 

2x accuracy by leveraging Large Language Model (LLM) and deeper classifiable Scene Graph Generation (SGG). 

 

Ⅰ. Introduction  

As the volume of digital content expands exponentially, traditional 

methods of metadata extraction [1] struggle to keep pace, necessi-

tating more sophisticated and scalable approaches. The emergence 

of Large Language Models (LLMs) has revolutionized various do-

mains of artificial intelligence, offering unprecedented capabilities 

in understanding and summarizing with text. Similarly, advance-

ments in scene graph generation (SGG) [2] have enabled deeper 

comprehension of visual content, which is perfect for metadata of 

image. We propose LLM to get metadata of paper, also deeper 

scene graph generation that can classify nuanced details like, hu-

man emotions, races, ages, and even specific animal breeds [3]. 

Ⅱ. Text based Method 

Traditional methods of metadata extraction from academic papers 

[1] often face challenges in accurately and efficiently capturing 

key information due to the limitations inherent in simple text pro-

cessing techniques. These challenges are particularly pronounced 

when converting PDF files to text as this process can introduce er- 

rors such as misread characters (e.g., ‘hello’ converted to ‘heo’),  

or formatting issues which conventional text processing tools stru- 

ggle to handle. To overcome these difficulties, we employ en-

hanced inference capabilities of Llama2 [4] that can understand 

text even when characters are corrupted or converted incorrectly. 

Our approach begins with a preprocessing step where PDF files 

are converted into text. This text is then inputted into an Llama2 

with a specifically crafted prompt designed to extract essential 

metadata components such as the title, authors, abstract, references, 

and research domain. Llama2’s effectiveness is significantly en-

hanced through prompt-engineering techniques, which refine the 

queries made to the model to better suit the nuances of academic 

metadata. Additionally, we optimize the extraction process by ad-

justing the temperature and batch size of the model. 

As illustrated in Table 1, employing Llama2-7B significantly en-

hances metadata extraction accuracy across 246 research papers, 

achieving nearly a 2.5 times improvement over traditional technol-

ogies. This demonstrates the forte of Llama2 academic under-

standing which is suitable to extract paper metadata. 

 

Result DBLPCheck Llama2-7B 

Authors found 40.24% (99) 91.46% (225) 

Authors found +other 33.33% (82) 86.99% (214) 

Research Domain  - 85.77% (211) 

         Table 1. Compare extraction accuracy 

 
Figure 1. Deeper Scene Graph Architecture  

Ⅲ. Image based Method 

For image metadata, we extend the utility of traditional tags with 

scene graph generation, a powerful tool that can classification and 

understanding of the relationships and elements within images. It 

is very useful for image searching or even in actively researched 

fields [5], [6]. We implement the RelTR [2] model, a state-of-the-

art scene graph generator known for its efficiency in classifying 

objects within images. However, the standard implementation of 

RelTR includes limited classes related to human subjects (e.g., 

'men', 'man') and animal breeds (e.g., ‘dog’) which can lead to lack 

of image explanation. To address this limitation, we integrate 

DeepFace [7] technology to classify nuanced human characteris-

tics such as race, age, and emotions. For animal breeds, we utilize 

an ImageNet-based detection models [8], [9] that specializes in 

identifying specific breeds from images (e.g., ‘Dandie Dinmont’, 

‘Tabby’). This approach marginally extends the run-time, but sig-

nificantly enhances the scope of classifiable labels. Also we con-

structed a specialized small test set designed to evaluate our model 

capabilities, featuring more specific labels that refine general cat-

egories into distinct entities, such as categorizing 'dog' into 'golden 

retriever' in existing large-scale dataset like Open Images [10]. 

Model is released in https://github.com/KBH00/Deeper_RelTR. 

https://github.com/KBH00/Deeper_RelTR


 
Figure 2. RelTR and Ours (right) 

 

label RelTR Ours 

Human (Age×) 12 504  

Animal (dog,cat,bird) 3 143 

Animal (dog,cat,bird×) 7 204 

Others  4 18 

          Table 2. Number of classifiable labels  

Method R@50 (V6) R@50 (V6 +detailed)   

RelTR 71.66 28.41  

Ours 73.52 54.85  

     Table 3. Comparison on V6 and detailed test set  

In figure 1, we illustrate our methodology which utilizes an end-

to-end approach through the RelTR checkpoint (i.e., use existing 

model path). Here, triplets are detected using the Triplet Decoder. 

Subsequent post-processing enables the classification of detected 

classes. The post-processing process also, classifying which 

ImageNet classes [3] are included as subclasses among the existing 

RelTR classes, can allows the use of any ImageNet based models. 

During further branches, objects pertinent to human and animal 

classifications are selectively routed through the DeepFace and Vi-

sion Transformer (i.e., ViT), respectively. This two-stage process 

ensures that each element within the image is accurately tagged, 

enhancing the depth and utility of the generated metadata.  

As in figure 2, that can classify man to 27 year old happy white 

man and dog to golden retriever. This outcome demonstrates that 

our more intricate scene graph acquires enhanced capability for 

elucidating images. Table 2 highlights the refined classification 

features of our methodology across three categories: Human 

(Age×), Animal Type, and Others (e.g., ‘vehicle’ to ‘bus’). For 

Person class, the model expands from 12 to 504 configurations by 

integrating with 6 races and 7 emotions, providing a detailed clas-

sification of human subjects even with estimated age.  

In Table 3, our model initially performed similarly to RelTR on 

the original V6 [10] test set, achieving an R@50 of 73.52% com-

pared to RelTR's 71.66%, with both models evaluated using partial 

matching to give score for partially detected labels. This higher 

score is because our system also possesses the capability to rectify 

misclassifications made by the RelTR model. Furthermore, on the 

V6 test set with more specific and detailed labels, our model's per-

formance significantly improved to 54.85% R@50, substantially 

outperforming almost twice than RelTR’s 28.41%. 

IV. Conclusion  

Utilizing Llama2 for text has not only enhanced the accuracy of 

metadata extraction but also enriched the granularity of data ob-

tained from academic papers. Follow-up research, such as fine-

tuning the LLM, is possible to extract metadata not only from re-

search papers but also from various texts. RelTR, supplemented by 

DeepFace and ImageNet-based models, can describe breeds and 

provide detailed human classifications. The class post-processing 

used here can significantly contribute to future work, especially in 

visual question answering and more detailed image generation 

studies. A multi-modal strategy that synergistically combines 

LLMs' language understanding capabilities with our scene graph 

model's visual insights could further leverage this holistic ap-

proach. Performance improvements can also be expected by lever-

aging Llama3 [11], panoptic scene graph generation [12], or addi-

tional research on related metrics and methodologies. 
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